Influence of fault roughness on surface displacement: from numerical simulations to coseismic slip distributions
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SUMMARY
Field studies have characterized natural faults as rough, non-planar surfaces at all scales. Fault roughness induces local stress perturbations during slip, which dramatically affect rupture behaviour. However, the relation between fault roughness and slip heterogeneity remains a key knowledge gap between current numerical and field studies. In this study, we analyse numerical simulations of earthquake rupture to determine how roughness influences final slip. Using a rupture catalogue containing thousands of dynamic rupture simulations on band-limited self-similar fractal fault profiles with varying roughness and background shear stress levels, we quantify how fault roughness affects the spectral characteristics of the resulting slip distribution. We find that slip distributions become increasingly more self-affine, that is, containing more short wavelength fluctuations as compared to the self-similar fault profiles, as roughness increases. We also find that, at very short wavelengths (<1 km), the fractal dimension of the slip distributions dramatically changes with increasing roughness, background shear stress, and rupture speed (sub-Rayleigh versus supershear). The existence of a critical wavelength around 1 km, under which more short wavelengths are either preserved or created, suggests the role of rupture process and dynamic effects, together with fault geometry, in controlling the final slip distributions. The same spectral analysis is performed on high-resolution coseismic surface slip distributions from a catalogue of real strike-slip earthquakes. Compared to numerical simulations, all earthquakes feature slip distributions that are much more self-affine than the slip distributions from numerical simulations. A different critical wavelength, here around 5–6 km, appears, potentially informing about a critical asperity length. While we show here that the relation between fault roughness and slip is much more complex than expected, this study is a first attempt at using statistical analyses of numerical simulations on rough faults to investigate observed coseismic slip distributions.
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1 INTRODUCTION
While the simplest description of a fault assumes a planar surface, it has been widely recognized that natural fault surfaces are fractal, with deviations from planarity at all scales (Power & Tullis 1991, 1995; Candela et al. 2009, 2012). This characteristic, often described as fault roughness, has considerable influence on earthquake rupture behaviour. On a rough fault, both shear and normal local stresses are perturbed during fault slip, leading to complex rupture behaviour. Manifestations of this complexity include rapid accelerations and decelerations of the rupture front, slip heterogeneity (Chester & Chester 2000; Dieterich & Smith 2009; Dunham et al. 2011b; Shi & Day 2013), resistance to slip (Dieterich & Smith 2009; Fang & Dunham 2013), supershear transitions (Bruhat et al. 2016), variability in moment release (Zielke et al. 2017), in nucleation processes (Harbord et al. 2017; Tal & Hager 2018; Tal et al. 2018; Ozawa et al. 2019) and inelastic deformation (Hirakawa & Ma 2018). Such rupture behaviour is also of particular interest to earthquake engineers when modelling building response, since rupture variability produces high frequency waves and subsequent ground motion (Haskell 1964; Spudich & Frazer 1984; Dunham et al. 2011b; Shi & Day 2013). Irregularities in fault geometry
provide a simple explanation for commonly observed spatial and temporal variations of fault slip (Andrews 1980). However, further studies of the influence of fault roughness on earthquake source parameters are still needed to unravel the physical mechanisms relating fault geometry to rupture behaviour.

This study explores how fault roughness affects the slip distribution produced during an earthquake. Through a statistical analysis of a thousand dynamic rupture simulations on non-planar fault profiles compiled in Fang & Dunham (2013) and Bruhat et al. (2016), we demonstrate that the fractal dimension of slip evolves with fault roughness, background shear stress and rupture velocity. We document the spectral characteristics of the final slip distribution, especially at very short wavelengths. We then perform the same spectral analyses on high-resolution coseismic surface slip distributions from real strike-slip earthquakes and compare them with numerical results. Through this work, we attempt to quantify the relationship between fault roughness and observed slip distributions.

While the slip distribution due to a constant stress drop on a planar fault in a uniform elastic whole-space is elliptical, with symmetry about the centre of the fault (Bilby & Eshelby 1968), analytical and numerical studies have shown for decades that the slip distribution is easily affected by changes in fault strength, fault geometry and the mechanical properties of the surrounding rock (e.g. Bürgmann et al. 1994). In nature, the slip distribution after a large earthquake can vary greatly, from close to elliptical (as in Klinger et al. 2011; Choi et al. 2018) to highly irregular (as mentioned in Scholz 2019). The shape and amplitude of the slip distribution is often interpreted a posteriori as a consequence of some known properties of the fault, such as complexities in the fault geometry or variations in rock properties. However, due to our lack of knowledge of characteristics of the fault and surrounding medium, it remains very difficult to predict detailed slip distributions. Thanks to the large amount of measured slip distributions, statistical analyses such as Manighetti et al. (2005) have tried to quantify generic features of cumulative slip; however, given a single coseismic slip distribution, it is still challenging to determine which fault properties are responsible for its characteristics.

The relationship between fault roughness and slip also remains complex. Early on, field studies noticed differences in fault geometry with cumulative slip. Faults that have slip larger than 10–100 m appear to show lower RMS deviations from planarity than newly created faults (Sagy et al. 2007; Sagy & Brodsky 2009). Fault wear can occur through various mechanisms, such as abrasion, grinding, grain plucking and fault spalling. While faults appear to gradually smooth with increasing slip, recent studies have emphasized that, because wear involves both smoothing and re-roughening mechanisms, leading to a slow and inefficient process, it remains difficult to constrain the degree of smoothing with slip (Brodsky et al. 2011; Shervais & Kirkpatrick 2016). Compilations of fractal dimension of exhumed fault surfaces ranging from 50 μm to 10 m and surface ruptures from major continental strike-slip earthquakes in Candela et al. (2012) suggest that fault geometries all share the same self-affine characteristics with a Hurst exponent around 0.6 in the slip direction. Unlike previous work relating displacement to fault smoothing, they found no significant relationship between the roughness amplitude and cumulative slip. This would imply that fault maturity, the notion that faults inevitably smooth with cumulative slip, might still be an ambiguous process.

In the meantime, significant progress in imaging coseismic slip distributions has been made. Subpixel image correlation of combined optical and radar satellite images is now commonly used to produce maps of the 3-D components of the surface displacement field due to an earthquake (Leprince et al. 2007; Rosu et al. 2015). Beyond the improved description of coseismic displacement, with a pixel size of the order of 1–10 m, which leads to measurements along fault every 100–200 m, these techniques allow the identification of near-field inelastic deformation features around geometrical complexities (Milliner et al. 2015; Vallage et al. 2015), which might be related to off-fault coseismic damage (Klinger et al. 2018). Studying such precise measurements might provide a new way at relating the fault fractal dimension to the coseismic slip distribution. When measurements of fault roughness remain scarce and onerous, one could think that the fractal dimension of the fault would leave an imprint in the coseismic slip distribution. If such imprint exists, and is quantifiable, coseismic slip distributions would inform us about fault roughness, and by process of elimination, might help us to better identify the other mechanical processes affecting the slip distribution.

In this work, we pursue this strategy to study how roughness influences final slip distributions. We first analyse numerical simulations of earthquake rupture in a statistical manner to document the effect of roughness on slip. For that, we consider the rupture catalogue described in Fang & Dunham (2013) and Bruhat et al. (2016), which contains several thousand rupture simulations on self-similar faults (H = 1) with six values of roughness α and various background shear stress levels. While most numerical studies are based on the analysis of one or a few individual ruptures, Fang & Dunham (2013) built an ensemble of 2-D plane strain dynamic simulations on rough faults in order to allow a statistical characterization of the rupture behaviour. They focused their analysis on evaluating the roughness drag, the additional shear resistance to slip due to fault roughness. Following that, Bruhat et al. (2016) documented rupture style on rough faults for both sub-Rayleigh and supershear ruptures. They showed that even though supershear transients are more likely on rougher faults, sustained supershear rupture tends to occur on smoother fault segments.

In this study, we return to this ensemble database and perform various spectral analyses to document statistically how final slip profiles evolve with increasing roughness and background shear stress. We find that for ruptures on self-similar faults (H = 1), increasing roughness leads to slip profiles deviating from self-similarity, with Hurst coefficients down to 0.6. We also show that at very short wavelengths (≤ 1 km), the slope of the power spectral density dramatically changes with roughness, background shear stress, and rupture speed (sub-Rayleigh versus supershear). Finally, we perform the same spectral analyses on high-resolution coseismic slip distributions from real earthquakes, and compare them to our numerical results. This work constitutes a first attempt at connecting numerical simulations of rough faults to observed coseismic slip distributions.

## 2 Dynamic Rupture Simulations on Self-Similar Rough Faults

We review here the numerical methods developed by Dunham et al. (2011a,b) and Fang & Dunham (2013) to build a collection of 2-D plane strain dynamic rupture simulations on non-planar fault profiles.

Fault roughness is commonly quantified as follows. Consider a 1-D fault profile \( y = h(x) \) with zero mean. This fault is defined as fractal when the power spectral density of \( h(x) \) is of the form

\[
P_s(k) \sim |k|^{-\beta},
\]

(1)
where $\beta$ ranges from 1 to 3. Both the fractal dimension $D$ and the Hurst coefficient $H$ relate to this exponent, such that for a 1-D profile $D = (5 - \beta)/2$ and $H = (\beta - 1)/2$ (Turcotte & Huang 1995). For a self-similar fractal, $\beta = 3$, $D = 1$ and $H = 1$. Such a profile has RMS deviations from planarity $h_{RMS}$ proportional to the fault length $L$:

$$h_{RMS} = \alpha L.$$  

(2)

where $\alpha$ is the amplitude-to-wavelength ratio of roughness. Field studies show that $\alpha$ varies, in the slip-parallel direction, between $10^{-3}$ and $10^{-2}$ (Power & Tullis 1991). Depending on the study, fault roughness either designates the fractal dimension $D$, and its associated Hurst coefficient, the amplitude-to-wavelength ratio $\alpha$, or all of them. In this study, as we mostly consider self-similar fault profiles, the term ‘roughness’ designates the amplitude-to-wavelength ratio $\alpha$. Any difference in Hurst coefficient will be clearly labeled as such.

Recent high-resolution measurements of surface roughness at scales below 100 m suggested that natural faults are not self-similar, but self-affine (Renard et al. 2006; Candela et al. 2009, 2012). Self-affine fractals have Hurst exponents below 1 (corresponding to $\beta < 3$ in eq. 1). While self-similar fractals have statistically similar appearance independent of the observation scale, self-affine profiles appear smoother at larger scales. However, as discussed by Dunham et al. (2011b), no single power law spectral density has been found yet to fit both the outcrop and the map scale. Shi & Day (2013) also showed that self-similar models have the potential to make this connection across observation scales. Likewise, over the several orders of magnitude in scale that can be currently simulated, differences between self-similar and self-affine characteristiscs are expected to be small. The use of a self-similar model, prominent in recent numerical studies (Fang & Dunham 2013; Bruhat et al. 2016; Zielke et al. 2017; Hirakawa & Ma 2018), is therefore the logical starting point to begin quantifying the effect of fault roughness on slip.

This study makes use of 100 randomly generated faults profiles for six values of $\alpha$ ranging from 0.001 to 0.012. The fault profiles are all self-similar ($H = 1$). The ensemble presented in Fang & Dunham (2013) and Bruhat et al. (2016) considered roughness up to $\alpha = 0.01$, not 0.012. In this study, we added additional simulations for $\alpha = 0.012$ and new values of background shear stress. Rough faults are described by a 1-D profile $y = h(x)$, shown in Fig. 1, embedded in an homogeneous medium, infinite in extent. The profile length is 60 km and the grid spacing is $\Delta x = 10$ m. We set the initial stress field $\sigma_0^y$ to be spatially uniform, described by the background shear stress $\tau_0 = \sigma_0^y$, the effective normal stress $\sigma_0 = -\sigma_0^x$, and the angle $\Psi$ between the maximum principal compressive stress and the x-axis. For all simulations, $\sigma_0 = 126$ MPa and $\Psi = 50^\circ$.

We use a rate-and-state friction law, evolving toward a strongly velocity-weakening steady state strength to perform the dynamic simulations. This friction law allows the propagation of a self-healing slip pulse at low background shear stress $\tau_0$ (Zheng & Rice 1998; Dunham et al. 2011b). The background shear stress ranges from 35.0 MPa ($\tau_0/\sigma_0 = 0.28$) to 56 MPa ($\tau_0/\sigma_0 = 0.44$). As shown by Fang & Dunham (2013), the minimum $\tau_0$ at which self-sustaining propagation is possible increases with the roughness $\alpha$. A non-planar geometry will induce stress concentrations at geometric complexities To limit these stresses and prevent fault opening, the off-fault material is characterized by a non-cohesive elasto-viscoplastic rheology. We will explore the potential effect of the details of the elasto-viscoplastic rheology later in the study.

Rupture is artificially initiated at the point of highest resolved shear-to-normal stress ratio by applying a localized shear stress perturbation. Each simulation generates an individual rupture, initially propagating bilaterally. Secondary ruptures of the fault sometimes occur (examples of such complexity were analysed in Bruhat et al. (2016)). However, there is no possibility here for any fault segmentation or branching. Finally, no earthquake sequence modelling is included here, which means that the simulation stops once the rupture fully arrests. Further details on the modelling approach for rough faults can be found in Dunham et al. (2011a,b) and Fang & Dunham (2013). The numerical methods are described in Dunham et al. (2011a) and Kozdon et al. (2012, 2013).

Our work focuses on a catalogue of 2-D plane strain dynamic rupture simulations to analyse the rupture behaviour in a statistical manner. As we vary the fault profile, the rupture will behave differently for each simulation. However, by considering a large amount of fault traces, and their associated ruptures together, we are able to discriminate properties of the rupture behaviour that are independent of the original fault profile. We do recognize that the recent development of 3-D dynamic earthquake rupture simulations (Shi & Day 2013; Duru & Dunham 2016; Yao 2017; Ulrich et al. 2019) might change some of our results from 2-D simulations. However, because 3-D simulations remain computationally challenging, the statistical approach that we propose here has not been applied to 3-D rupture simulations yet.

3 INSIGHTS FROM NUMERICAL SIMULATIONS

In this section, we document the influence of fault roughness on the characteristics of the slip distribution obtained from the rupture catalogue described in the previous section. For each numerical simulation, we consider the final slip distribution. We limit our analysis to well-developed ruptures, defined by having a final length larger than 10 km. The reasons behind this choice are first to avoid transient ruptures, and also to be able to compare the results from this numerical catalogue to high-resolution data real earthquakes ruptures, which are, for now, mainly produced for well-developed long ruptures. To avoid nucleation effects, we also exclude the region near the hypocentre in the following analysis.

3.1 Effect on fractal character of the slip distribution

As described in Section 2, the fault traces in the rupture catalogue are all self-similar ($H = 1$). For each rupture realization, we compute the power spectral density of the final slip distribution. We restrict our analysis to wavelengths exceeding the minimum roughness wavelength $\lambda_{min} = 0.3$ km. Due to the finite size of the domain used for the Fourier transform and the fact that most ruptures cover a substantial part of the domain, the maximum wavelength relates here to the domain size in the along-strike direction (60 km). Examples of final slip and corresponding power spectral density are displayed in Fig. 2. Like the fault profiles, the slip distributions are fractal with power spectral density described by a power law $|k|^{-\beta}$ at high wavenumber, that is small wavelength. At wavelengths higher than the rupture length, the spectrum becomes flat.

Using the power spectral densities of each slip distribution, we obtain the mean power spectral density of slip for a set of roughness $\alpha$ and background shear stress $\tau_0$. We then derive the slope of the power spectral density $\beta$, and the corresponding Hurst coefficient using the relation $H = (\beta - 1)/2$. Because we consider only slip...
distributions having lengths larger than 10 km, the slope of power spectral density is computed between 10 km and the minimum roughness wavelength $\lambda_{\text{min}} = 0.3$ km.

The evolution of the mean Hurst coefficient of the slip profiles for ruptures with varying fault roughness and background shear stress is displayed in Fig. 3. At low roughness ($\alpha = 0.001$) Hurst coefficients are close to 1. So for a very smooth fault, the slip distribution is also a self-similar fractal distribution. As the roughness increases, the Hurst coefficients decrease, down to 0.6 for the roughest faults ($\alpha = 0.012$). In other words, increasing roughness, up to $\alpha = 0.006$, leads to slip distributions increasingly deviating from self-similarity. Above $\alpha = 0.006$, the distribution of mean Hurst coefficients seems to saturates around 0.55–0.7. Note that this trend appears to be weakly influenced by background shear stress.

As shown in Bruhat et al. (2016), for the considered values of background shear stress, supershear transients are more likely to occur when fault roughness exceeds $\alpha = 0.006$. Fig. 4 displays the evolution of Hurst coefficients when distinguishing sub-Rayleigh from supershear ruptures. As explained earlier, only ruptures that show the same behaviour (sub-Rayleigh versus supershear) over at least 10 km are considered. Fig. 4 shows that only sub-Rayleigh ruptures exhibit the inverse relationship between roughness and Hurst coefficient. On the other hand, slip distributions from supershear ruptures all display Hurst coefficients ranging from 0.55 to 0.7. Figs 3 and 4 show that fault roughness promotes slip distributions that are more self-affine than the original fault profiles. Although the fractal character of the resulting slip distribution is relatively independent of background shear stress, it is affected by rupture velocity and fault roughness.

### 3.2 Focus on the shorter wavelengths

In the previous section, we estimated the slope of the power spectral density, which is computed between the minimum wavelength and 10 km. This section first focuses on examining characteristics of the power spectral densities as a function of wavelength. Fig. 5 displays the mean power spectral density of the final slip distributions, for all considered $\alpha$ and $\tau_b$, as a function of the wavelength $\lambda$. As mentioned earlier in this study, resulting spectra all decay at shorter wavelengths. We still notice differences between the level of roughness and background shear stress. First, the slope at short wavelengths increases with both $\alpha$ and $\tau_b$. The difference is striking between the slope observed in the spectra for $\alpha = 0.001$ as compared to $\alpha = 0.008$. Increasing roughness leads to a greater content.
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Figure 2. Final slip distributions (left-hand panel) for three roughness values ($\alpha = 0.001$, 0.004 and 0.008). Corresponding power spectral densities are displayed in the right-hand panel. At wavelengths smaller than the rupture length $L$, on the right side of the figure, the spectrum is described by a power law $|k|^{-\beta}$, where $k$ the wavenumber. At wavelengths larger than $L$, the spectrum becomes flat. The flat part of the spectrum is more visible for the rupture in the top panel, as its length is much smaller than the domain size.

In short wavelengths in the final slip distributions. However, this change appears to be wavelength-dependent. When focusing on the spectra for $\alpha = 0.004$, we notice that (1) the slope at very short wavelengths ($<1$ km) differs from the one at longer wavelengths; and that (2) when increasing the background shear stress, the slope evolves dramatically at wavelengths smaller than 1 km. Note that the value at the longest wavelengths, which relates to the moment, also increases with roughness, but this increase is mostly due to increases in background shear stress, and hence stress drop.

In order to better study this behaviour, we compute the power spectral density of the slip gradient distribution, instead of the slip profile. This is the slip gradient computed with respect to the average along-strike distance $x$. Using the gradient will help us to better distinguish changes in slope at short wavelengths. Fig. 6 illustrates the resulting density for $\alpha = 0.004$ and 0.006. We observe a sharp change in slope at $\lambda \sim 1$ km. Consider the power spectral density for $\alpha = 0.006$ and $\tau_b = 35.3$ MPa. The slope at which the density decreases appears to remain the same in the entire wavelength domain. Now, consider a spectrum at higher background shear stress; at wavelengths shorter than 1 km, the slope of the spectrum gradually increases, ultimately changing sign, suggesting larger power at shorter wavelengths. Note the difference between the spectra for $\tau_b = 35.3$ MPa and $\tau_b = 43.5$ MPa: the slopes at $\lambda < 1$ km present opposite signs. The critical wavelength, at which the change in wavelength content appears, also varies with the roughness $\alpha$. For this particular example, increasing roughness leads to larger critical wavelengths. The critical wavelength appears to also depend on the background shear stress, as we notice that the sharp bend slightly moves to the left, toward longer wavelength, when increasing the background shear stress.

Following the same approach used in Fig. 3, we now compare the slope of the power spectral densities of the slip distribution, by estimating the Hurst coefficient at very short wavelengths ($\lambda < 1$ km) for all levels of roughness and background shear stress we consider in this study. Results are displayed in Fig. 7. The slip distributions on the smoothest faults show Hurst coefficients close to 1, similar to the coefficients obtained in Fig. 3. As the fault roughness increases up to $\alpha = 0.006$, the Hurst coefficient decreases dramatically from ~1 to almost 0.3. At higher roughness levels, the coefficient slightly increases up to 0.6. While the results in Fig. 3 hinted at a possible dependence on background shear stress, in this case, as we focus on the very short wavelengths, the Hurst coefficient clearly decreases with increasing background shear stress for $\alpha = 0.004$ and 0.006 (also see Fig. A1). The relationship seems less obvious, and is possibly even reversed, for $\alpha \geq 0.006$. This might, once again, correspond to the appearance of more complex rupture behaviour, such as multiple ruptures or supershear transitions (Bruhat et al. 2016).
As we notice that the change in Hurst coefficient appears around $\alpha = 0.006$, we separate ruptures that are only sub-Rayleigh from ones that include supershear segments in Fig. 8. The distinction between the two trends in Hurst coefficients becomes clearer. As roughness increases, slip distributions from sub-Rayleigh ruptures contain more shorter wavelengths. Increasing background shear stress emphasizes the slope reduction at short wavelength. In other words, as background shear stress increases, the final slip distribution will imprint more short wavelength content due to fault roughness. This might reflect that, as the background shear stress increases, the gradient of the resolved stress on the faults also rises, resulting in a higher content of short wavelengths in the final slip distribution. Note that at $\alpha = 0.008$, although still sub-Rayleigh, the rupture becomes more complex by exhibiting secondary ruptures or rupture jumps (as shown in Bruhat et al. 2016). In this case, the final slip distribution renders the total slip history, which cannot be limited to simple single ruptures. Secondary ruptures of a region that had already ruptured might, for instance, smooth the final slip profiles.
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3.3 Effect on the amplitude of the slip distribution

which could lead to less short wavelengths, or higher Hurst coefficients. This could explain the stabilization of the range of Hurst coefficients at $\alpha = 0.008$ independently of the background shear stress.

When looking at supershear ruptures, the short wavelength content in slip distributions decreases with both roughness and background shear stress. In other words, as the fault roughness or the background shear stress increases, rupture are less affected by fluctuations in fault geometry. The discrepancy with the sub-Rayleigh regime might come from differences in the process zone size evolution, as it scales differently for sub-Rayleigh and supershear ruptures (Huang & Gao 2001). However, this behaviour might, once again, also result from the large rupture complexity observed at this level of roughness. As seen in Bruhat et al. (2016), multiple rupture of the same fault becomes more and more frequent leading to a final slip distribution that is not anymore representative a single rupture front, and might result in the observed discrepancy.

3.3 Effect on the amplitude of the slip distribution

We finally investigate the effect of roughness on slip amplitude, by analysing the RMS slip. The RMS slip of each final slip profile of length greater than 10 km is computed, then ensemble averaged over all realizations. Fig. 9 presents the distribution of RMS slip for a given set of background shear stress and roughness. As the rupture length is an important factor when considering the RMS slip (Dieterich & Smith 2009), we normalize the mean RMS slip by the mean rupture length. The normalized RMS slip of the ensemble is described twofold: as a function of the roughness and as a function of the background shear stress. Fig. 9(a) shows that the normalized RMS slip increases linearly with the background shear stress, with only weak dependence on the fault roughness. This trend is similar to equation (8) of Dieterich & Smith (2009) that relates fault slip to length and applied stress. The normalized RMS slip also increases with fault roughness $\alpha$, as shown in Fig. 9(b); however, this increase is mostly due to the higher background shear stress needed for self-sustaining rupture on a rougher fault.
Figure 6. Mean spectra of the gradient of final slip distributions as a function of wavelength $\lambda$ and background shear stress, for two roughness values.

Figure 7. Evolution of the Hurst coefficient of the power spectra densities of the slip distribution, at very short wavelengths ($\lambda < 1$ km). Error bars are for 1σ uncertainties. Smooth faults display Hurst coefficients close to 1, meaning that the slip profile is self-similar. As roughness increases, the Hurst coefficients drop.
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Figure 8. Distribution of the Hurst coefficient of the power spectral densities of the slip distribution at very short wavelengths (λ < 1 km) when distinguishing between sub-Rayleigh and supershear ruptures. As roughness and background shear stress increase, the Hurst coefficient decreases, meaning that short wavelength fluctuations in slip for sub-Rayleigh ruptures increase. On the other hand, supershear ruptures, occurring mostly on very rough faults, all show an inverse relationship between short wavelength content and both roughness and background shear stress.

Figure 9. Distribution of root-mean-square slip for a given set of background shear stress and roughness. Left-hand panel: linear relationship between the normalized root-mean-square slip and background shear stress, independently of the fault roughness. Right-hand panel: normalized root-mean-square slip as a function of roughness. The fault roughness does not seem to have much of effect on root-mean-square slip that is not already captured by the need for higher stress to rupture rougher faults.

Fig. 10 illustrates these relationships for a simple bilateral sub-Rayleigh rupture. We plot the final slip profiles for two values of the background shear stress \( \tau_b \) and for two levels of roughness \( \alpha \). The competing effect between the background shear stress and the fault roughness is emphasized here, as the amplitude of the final slip distribution increases with the background shear stress, while increasing fault roughness promotes lower rupture length and slip amplitude. This last result is similar to conclusions by Dieterich & Smith (2009) and Fang & Dunham (2013). Both studies showed that roughness induces an additional shear resistance to slip proportional to \( \alpha^2 \). At fixed background shear stress, as the geometrical roughness drag increases, slip decreases. In summary, Figs 9 and 10 showed that the slip amplitude relates mostly to background shear stress, and not as much to fault roughness. This relation is close to linear between the RMS slip and the background shear stress.
increases the final slip, while additional roughness impedes rupture propagation, thereby decreasing rupture length and slip amplitude.

In order to compare all profiles features on multiple segments, the shown slip distribution is the one produced by Klinger et al. (2015), sampled every 100 m for a 200-km-long rupture profiles. We take advantage of published maps of horizontal displacements due to large earthquakes, resulting from the recent progress in the field of image correlation of combined optical satellite images (Leprince et al. 2007; Rosu et al. 2015). We use high-resolution along-strike coseismic slip profiles of the 1992 $M_w = 7.3$ Landers, and 1999 $M_w = 7.1$ Hector Mine earthquakes from Milliner et al. (2016). Using subpixel correlation of satellite images, these authors produce profiles of right-lateral displacement every $\sim 140$ m, over 60 km along the rupture profiles. Likewise, Vallage et al. (2015) combined optical satellite images to produce high-resolution 2-D maps of surface fault-parallel and fault-normal displacement due to the 2013 $M_w 7.7$ Balochistan earthquake in Pakistan. In this study, we consider the resulting profile of fault-parallel slip derived from far-field measurements $[> 1$ km away from the scarp, as defined in Vallage et al. (2015)], sampled every 100 m for a 200-km-long rupture. Finally, we use the fault-parallel slip distribution at every 100 m produced by Klinger et al. (2018) for the 2016 $M_w 7.8$ Kaikoura earthquake in New Zealand. When the earthquake involves ruptures on multiple segments, the shown slip distribution is the one following the main rupture path. In order to compare all profiles adequately in the following spectral analysis, we interpolate them to obtain one measurement every 150 m, that is around 6 points per km. Fig. 11 displays the coseismic fault-parallel displacement distribution used in this study. For reference, we will also make use of the slip profile produced by the 2001 $M_w 7.8$ Kunlun earthquake, displayed in Fig. A2 (Klinger 2005). Note that compared to the other profiles, the resolution of this slip profile is inferior (up to one measurement per km).

Using the coseismic slip distributions, we follow the same procedure we developed with the numerically generated slip profiles. We compute the power spectral density of each distribution, then derive the Hurst coefficient for wavelengths between the rupture length and the minimum wavelength considered here, that is 150 m. Resulting power spectral density are presented in Fig. 11. Obtained Hurst coefficients range from 0.31 to 0.63, indicating that the final slip distributions are all self-affine, far from self-similarity. Once again, there appears to be a decrease in slope at shorter wavelengths. For instance the power spectral density for the Balochistan earthquake appears to flatten at wavelengths shorter than 5 km.

We estimate the location of this critical wavelength using the following procedure. For a given wavelength, we compute the slopes of the spectrum at smaller and larger wavelengths. This procedure is then repeated for all the wavelength range considered. We obtain curves of the evolution of the slope of the low and short wavelength ends (examples are displayed in Fig. A3). A kink, or change in slope, will then appear as the minimum of the difference between these two slopes. For the Landers, Hector Mine and Balochistan events, this kink seems to be located around 6 km. The procedure could not find a kink in the power spectral density for the Kaikoura earthquake. For both the Landers and Hector Mine earthquakes, the Hurst coefficients at shorter wavelengths have similar values, around 0.56, compared to the ones computed over the entire wavelength domain. On the other side, the power spectral density of the Balochistan event shows a lower value of Hurst coefficient at shorter wavelengths, indicating a greater amplitude at short wavelengths.

We now compare our results from the numerical simulations, obtained in the previous section, with values of Hurst coefficients that we computed from real coseismic displacement profiles. Fig. 12
Figure 11. Coseismic slip profiles and associated power spectral densities of four large strike-slip earthquakes: the 1992 $M_w = 7.3$ Landers, the 1999 $M_w = 7.1$ Hector Mine, the 2013 $M_w = 7.7$ Balochistan and the 2016 $M_w = 7.8$ Kaikoura events (Vallage et al. 2015; Milliner et al. 2016; Klinger et al. 2018). Hurst coefficients $H$ are computed for all events. When the behaviour at short wavelengths seems to vary, we estimate the critical wavelength at which the change occurs and then separately calculate Hurst coefficients for smaller and larger wavelengths.

We first note that while the range of Hurst coefficients of the slip distributions covered by the numerical simulations range from 1 to 0.55, the Hurst coefficients inferred from the coseismic slip profiles all lie below 0.65. The slip distributions from the Landers, Hector Mine and Kaikoura earthquakes present Hurst coefficients around 0.5–0.6, close to range of the numerical simulations, but still difficult to distinguish due to the high uncertainty. On the other hand, Hurst coefficients computed from the slip profiles of the Balochistan and Kunlun earthquakes range between 0 and 0.3, setting them away from the levels observed in numerical simulations. When comparing the slope of slip spectra at short wavelengths, there is a similar agreement between numerical simulations and observed slip distributions. The Hurst coefficients obtained for the Landers and Hector Mine earthquakes lie within the same range as the numerical simulations; however, the large uncertainties prevent from drawing any conclusions about the fault roughness. The Balochistan event again has short wavelength amplitudes that are higher than any simulations.
tematically self-affine, with Hurst coefficients around 0.6 (Fig. 4). We first documented the spectral characteristics of slip distributions with respect of roughness and background shear stress. We showed that even though all profiles were generated on self-similar profiles, the slip profiles become increasingly more self-affine with higher fault roughness $\alpha$ (Fig. 3). There is no obvious agreement between the fractal dimension of the fault profile and the one of the resulting slip distribution. This is unexpected, because slip perturbations are expected to have the same statistical properties than the local geometry, as shown by Dunham et al. (2011b), at least a the first-order static perturbation analysis. Differences might be due to rupture processes and dynamic effects which, together with fault geometry, either create more short wavelength slip fluctuations or suppress long wavelength slip, leading to a self-affine distribution. When separating sub-Rayleigh from supershear ruptures, we noticed that the deviation from self-similarity grows linearly with the background shear stress. The fault roughness does not seem to have such an effect that is not already captured by the need for higher background shear stress to initially rupture (Fig. 9).

Results from numerical simulations revealed that roughness and background shear stress affect the fractal dimension of the produced slip distribution. This control might, however, be affected by the set of parameters we chose to characterize the elasto-viscoplastic rheology of the off-fault material. We test this idea by running additional simulations for different values of plastic dilatancy $\beta$ and Drucker–Prager viscosity $\eta$ in the medium surrounding the fault (see details about the tested parameters in the Appendix). Fig. A1 shows that there are only slight changes between the Hurst coefficients obtained for the original simulations and the ones obtained with different off-fault characteristics. These slight changes are not capable of explaining the large variation in Hurst coefficients with roughness and background shear stress we observed in the earliest sections. Thus, the deviations from self-similarity that can be observed in slip distributions do not seem to be related to the material properties of the surrounding material.

When looking at individual sets of power spectral densities, we realized that the slope, at which the density decreases, also varies with the wavelength range. We showed that there seemed to be a critical wavelength (around 1 km in our simulations) above which the power at short wavelengths varies with roughness and background shear stress (Figs 5 and 6). Slip profiles from sub-Rayleigh ruptures show clearly greater power in short wavelengths (i.e. lower Hurst coefficient) with increasing roughness and background shear stress. Differently, the Hurst coefficient of supershear slip profiles increases with roughness (Fig. 8). For such a simple 2-D numerical set-up, the existence of a critical wavelength is puzzling. As it appears clearly in the power spectral density of the slip gradient (Fig. 6), we first investigate whether the initial shear-to-normal stress distribution can explain the slip variability. We perform the same spectral analysis for the initial and final shear-to-normal stress distribution, and compute the Hurst coefficient at short wavelengths. Fig. 13 presents the Hurst coefficient evolution with roughness and background shear stress, while the power spectral densities are given in Figs A4 and A5. The initial shear-to-normal distributions all have Hurst coefficient around zero. Neither the roughness nor the background shear stress seem to affect the Hurst coefficients. Note that this does not apply for the final shear-to-normal distributions whose Hurst coefficients greatly differ from the ones of the initial distributions and vary with roughness and background shear stress. We anticipate that over multiple earthquake cycles, the characteristics of the shear-to-normal distribution might change between subsequent events. The statistical characteristics of the slip distribution after multiple ruptures on a single fault might vary from the slip pattern of the single ruptures we are investigating in this study. While beyond the scope of this work, this issue merits further study.

To explain the presence of a critical length scale, we also investigate whether there is any correlation between slip gradient and the slope $m(x) = \partial h/\partial x$, and rupture velocity. Unfortunately, correlations displayed Fig. A6 show that no correlations appear between the slip gradient and the fault slope. Only the correlation between slope and rupture velocity, already observed in Fang & Dunham (2013), emerges here. Finally, given that the ruptures are all self-healing slip pulses, the length of the pulse might play a role in this critical length scale. Differences in the Hurst coefficient for sub-Rayleigh
versus supershear ruptures suggest a control from the process zone, and subsequently the pulse width. Coincidentally, from the examples given in Bruhat et al. (2016), the pulse width seems to be also around 1 km. Further work is required on the numerical side to confirm the existence of this critical wavelength, estimate its origin, and determine whether it is fully controlled by the fault roughness or other properties of the rupture.

When comparing with measured coseismic slip, the Hurst coefficients obtained from numerical simulations most often overestimate the ones observed in real slip distributions. Only the Landers and Hector Mine ruptures present Hurst coefficients in the same range as the simulations. However, the large uncertainties and the complexity revealed in the earlier analysis of the numerical simulations make it difficult, for now, to relate the spectral signature of real earthquakes to fault roughness. Explanations for this negative result are multiple. First, we use a simplified fault model that does not consider other possible controls on slip heterogeneity, such as previous slip history, afterslip, poroelastic effects (Hirakawa & Ma 2018) and most importantly, re-roughening mechanisms, such as segmentation or branching. Although the first processes would likely smooth out short wavelength features since they are associated with relaxation of stress concentrations, re-roughening mechanisms, which play an important role in fault evolution, are plausible causes for slip profiles with low Hurst coefficients. Moreover, while we set aside the Kunlun earthquake because of the lack of short wavelengths, the corresponding slip distribution has a very different spectral content, with Hurst coefficient close to zero (Fig. A2). Unlike the other earthquakes, this event ruptured permafrost (Klinger 2005), which acts brittle and offers little chance for damping or distributed deformation in the surrounding environment. This could result in a slip distribution with higher short wavelength content. Finally, our model ignores 3-D effects, which might affect the resulting slip distribution at the surface. Although dynamic ruptures on rough fault surfaces in 3-D are currently developed (Duru & Dunham 2016; Yao 2017; Williams et al. 2018), the computational cost is still too high to produce ruptures catalogues for use in statistical analysis of rupture complexity.

An obvious explanation of the observed discrepancy between numerical modelling and recorded coseismic slip might originate from the assumption of self-similarity of the fault geometry. All the synthetic fault traces were generated as self-similar faults. Self-similar faults are commonly used in numerical simulations since they have the power to connect roughness measurements across all scales, from the outcrop to the map. The trade-off in Hurst coefficients observed in this study raises questions about using self-similar faults in the first place. This issue arises also when distinguishing sub-Rayleigh from supershear ruptures. As supershear ruptures are often considered to occur on fault segments that are smoother at long wavelengths (Bouchon et al. 2010), this would a priori suggest using a self-affine fault profile. Meanwhile, numerical studies, such as Bruhat et al. (2016), showed that self-similar fault profiles are likewise useful to study characteristics of supershear ruptures on rough faults. This could also mean that, while one often focuses on the Hurst coefficient for estimating the fault non-planarity, the main factor that controls the rupture behaviour would be in fact the amplitude-to-wavelength ratio $\alpha$. Future work might either consider self-affine faults as a starting point, exploring whether it would affect rupture and slip behaviour, or investigate the role of the Hurst coefficient with respect to the amplitude-to-wavelength ratio $\alpha$.

A notable difference between the synthetic and observed slip distributions is the presence of a critical wavelength under which the power spectral density flattens. While this critical wavelength always occurred at $\lambda < 1$ km in the numerical simulations, it occurs around 5–6 km for the Landers, Hector Mine, and Balochistan events. On the other hand, it remains difficult to see any change in slope in the power spectral density for the Kaikoura earthquake. Taken at face value, we cannot make any connection between the

---

**Figure 13.** Distribution of the Hurst coefficient of the power spectral densities of the initial (triangles) and final (circles) shear-to-normal distribution at very short wavelengths ($\lambda < 1$ km) as a function of roughness and background shear stress.
critical wavelength noticed in synthetic slip profiles and the one inferred for the Landers, Hector Mine and Balochistan earthquakes. The latter might inform us about a segmentation or seismogenic length, as suggested in Klinger (2010). It could also simply reveal a critical asperity size that would resist abrasional wear and fracturing. This hypothesis was already mentioned in Milliner et al. (2015) when analysing the Landers earthquake, where the authors actually predicted a ‘a second roll-off or ‘whitening at higher wave numbers’. Unfortunately, the authors did not seem to detect the critical wavelength we found in this study, possibly due to the fact that they were analysing only one rupture.

Our study started with the idea that geometrical complexity such as fault roughness possibly leaves an imprint in the produced slip distribution, and that if this signature is somewhat quantifiable, we would be able to infer properties of fault roughness from past slip distributions. Using dynamic modelling of earthquakes on rough faults, we showed that the connection between fault roughness and the spectral content of the slip distribution is much more complex, as it might depend on the initial fault geometry and the rupture behaviour. While rupture behaviour and dynamic effects might explain the complexity seen in numerical modelling, geometric complexities, like branches or segmentation, and wear processes might play an additional role in the real Earth. We hope, however, that the current development of high-resolution measurements of coseismic slip distribution will help us uncover the relationship between fault roughness and surface displacement.
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APPENDIX: INFLUENCE OF OFF-FAULT MATERIAL PARAMETERS

We test here whether changes in the degree of plastic dilatancy $\beta$ and Drucker–Prager viscosity $\eta$ in the medium surrounding the fault affect slip profiles computed from numerical simulations. The plastic dilatancy $\beta$ is defined as the ratio of volumetric to shear plastic strain. To be consistent with laboratory experiments measuring dilatancy, Dunham et al. (2011a,b) chose $\beta$ as

$$\beta = \frac{\mu}{2},$$

(A1)

where $\mu$ the Drucker–Prager internal friction parameter.

The Drucker–Prager viscosity $\eta$ is chosen here as

$$\eta = 0.1Gt_c$$

(A2)

with $G$ shear modulus and $t_c$ the characteristic time $t_c$ in the simulations, controlled by the $S$-wave speed $c_S$ and process zone length $R_0$, such that $t_c = R_0/c_S$. A non-zero $\eta$ is used in the viscoplastic rheology to ensure well-posed numerical simulations that converge with mesh refinement. The model, as defined, has two characteristic timescales: the viscoplastic relaxation time, $\eta/G$, and the characteristic wave transit time across the state-evolution region, $R_0/c_S$. The latter also characterizes the timescale over which frictional weakening occurs at the rupture front. A dimensionless ratio of those two terms is thus given by

$$\xi = (\eta/G)/(R_0/c_S).$$

(A3)

When $\xi \ll 1$, then plasticity is important even during the rapid weakening process at the rupture front. Otherwise, the material response around the rupture front is effectively elastic. In the reference catalogue $\xi = 0.1$.

Fig. A1 presents the evolution of the Hurst coefficients at short wavelengths ($\lambda \sim 1$ km) as a function of background shear stress. The original simulations, used in Fang & Dunham (2013) andBruhat et al. (2016), are indicated in black. Colored error bars correspond to the new set of simulations with different material parameters. We test simulations with a lower $\beta$ (half the original value) and $\beta = 0$ (no dilatancy). Additionally, we test values of $\xi$ to half and to twice of its original value. Most simulations are run for $\alpha = 0.006$, but we also make some tests at different roughness levels. There seems to be no dramatic change between the simulations, especially in order to reach the range covered by the data displayed in Fig. 12.
Figure A1. Evolution of Hurst coefficients at short wavelengths ($\lambda < 1$) as a function of background shear stress. Error bars are for $1\sigma$ uncertainties. Black error bars are for simulations with the same parameters for off-fault materials used in Fang & Dunham (2013) and Bruhat et al. (2016). Coloured error bars correspond to plastic dilatancy or viscosity changes.
Figure A2. Top panel: coseismic slip profile of the 2001 $M_w$ 7.8 Kunlun earthquake from Klinger (2005). Bottom panel: power spectral density of the slip profile and corresponding Hurst coefficient. Due to a sparser sampling (up to one measurement per km), the slip spectrum is limited to wavelengths greater than 2 km.
Figure A3. Procedure to estimate the wavelength at which a kink occurs in the slip spectrum. For each wavelength, the slope of the spectrum on its right (at higher frequency) and left (at lower frequency) sides are computed. If there is a kink in the slip spectrum, it will appear at the minimum value of the difference between these two slopes.
Influence of fault roughness on slip

Figure A4. Mean power spectral density of initial shear-to-normal stress distributions as a function of the wavelength $\lambda$ and background shear stress, for roughness values from $\alpha = 0.001$ to 0.012.
Figure A5. Mean power spectral density of final shear-to-normal stress distributions as a function of the wavelength $\lambda$ and background shear stress, for roughness values from $\alpha = 0.001$ to 0.012.
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Figure A6. Correlation coefficients between the fault slope $m(x) = \partial y/\partial x$, the gradient of the final slip distribution and the rupture velocity, for all considered roughness $\alpha$ and background shear stress. We only observe the negative correlation between slope and rupture velocity that was already noticed in Fang & Dunham (2013).